Suppose we asked one hundred people which number was the most unlucky. Of those people, fifty said ‘13’, forty said ‘4’, and ten said ‘87’. These individual differences are unlikely to be caused by chance. Instead, what we appear to have are three distinct groups of people. How should we model these data?

Possible approach:
1. All partitions equally likely
2. Fixed number of groups
3. Prior over the number of groups
4. Model the probabilities associated with each group
Chinese Restaurant Process
Probability of...
Join an existing table \( \frac{c}{n-1+\alpha} \)
Join a new table \( \frac{\alpha}{n-1+\alpha} \)

*simulation*
Define an infinite sequence of beta random variables $\beta_k \sim Beta(1, \alpha_0)$, and define an infinite sequence of mixing proportions as $\pi_1 = \beta_1$, $\pi_k = \beta_k \prod_{l=1}^{k-1} (1 - \beta_l)$, for $k = 2, 3, ...$
Differences between CRP and Stick Breaking Process

Similarities:
• Both the CRP and SBP are used to model probability distributions over partitions of a set of objects.
• Both are used in Bayesian nonparametric models, which allows for flexibility in the number of clusters or components in the mixture model.
• Both are based on the idea of assigning weights to each cluster or component in the mixture model.

Differences:
• The CRP is a discrete distribution, while the SBP is a continuous distribution. In the CRP, the weights are drawn from a discrete probability distribution, while in the SBP, the weights are drawn from a continuous beta distribution.
• The CRP assigns objects to clusters with probabilities proportional to the number of objects already assigned to each cluster, while the SBP assigns weights to each cluster with probabilities proportional to the product of all the weights assigned to previous clusters.
• The CRP is often used in models such as clustering, where the number of clusters is unknown and can grow with the data. The SBP is often used in models such as topic modeling, where the number of topics is typically fixed and known ahead of time.
Dirichlet Process Mixture Model

We write $G \sim \text{DP}(\alpha_0, G_0)$ if $G$ is a random probability measure distributed according to a DP. $G_0$ is called the base measure of $G$ (also known as the base distribution), and $\alpha_0$ is the concentration parameter.

DP can be used in the mixture model setting in this way: Suppose we have a set of data $X = (x_1, ..., x_n)$ and assume exchangeability. Given a draw $G \sim \text{DP}(\alpha_0, G_0)$, independently draw $n$ latent factors from $G$: $\phi_i \sim G$. Then, for each $i = 1, ..., n$, draw $x_i \sim F(\phi_i)$, for any arbitrary distribution $F$. 
SBP as a Special Case of DP

\[ \pi \mid \alpha_0 \sim Stick(\alpha_0) \]
\[ z_i \mid \pi \sim \pi \]
\[ \theta_k \mid G_0 \sim G_0 \]
\[ x_i \mid z_i, (\theta_k)_{k=1}^{\infty} \sim F(\theta_{z_i}) \]

Here \( G = \sum_{k=1}^{\infty} \pi_k \delta_{\theta_k} \) and \( \phi_i = \theta_{z_i} \)
Gibbs Sampling in CRP and DPMM

• In the context of the Chinese Restaurant Process (CRP), Gibbs sampling can be used to sample from the posterior distribution of the clustering of the data points. In the CRP, data points are assigned to clusters based on a set of probabilities that depend on the existing cluster assignments and a concentration parameter. Gibbs sampling can be used to iteratively sample from the posterior distribution of the cluster assignments, given the current assignments and the data.
In the context of the Dirichlet Process Mixture Model (DPMM), Gibbs sampling can be used to sample from the posterior distribution of the mixture components. The DPMM is a probabilistic model that allows for infinite-dimensional mixtures, where the number of mixture components is not fixed but rather determined by the data. Gibbs sampling can be used to iteratively sample from the posterior distribution of the mixture assignments and the parameters of the mixture components, given the current assignments and the data.
HIERARCHICAL DIRICHLET PROCESSES
Applications

CRP:
- Clustering
- topic modeling
- image segmentation

SBP:
- Topic modeling
- time series modeling


https://www.stat.berkeley.edu/~jordan/653.pdf


https://topicmodels.west.uni-koblenz.de/ckling/tmt/crp.html?parameters=1&dp=1#
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